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Human
Centred
Design

Involves techniques which
interact, empathise and stimulate
the people involved, obtaining an
understanding of their needs,
desires and experiences which
often transcends that which the
people themselves actually knew
and realised.

It is a form of structured empathy.

It leads to products, systems and
services which are physically,
perceptually, cognitively and
emotionally intuitive.



The Human Centred Design Pyramid

Semiotics and
Discourse

Activities, Tasks and Functions

Human Factors

Giacomin, J. 2014, What is human centred design?, The Design Journal, Vol. 17, No. 4, pp 606-623.



\ &,,‘\\v ,”,,1 e

e B

icles

Autonomous
Veh






Anthropomorphism

The tendency to attribute human characteristics to
inanimate objects, animals and others with a view
to helping us rationalise their actions.

It is attributing cognitive or emotional states to
something based on observation in order to
rationalise an entity’s behaviour in a given social

environment. -
This is effectively the use of projective m
intelligence to rationalise a system’s actions.

Duffy, B.R. 2003, Anthropomorphism and the social robot, Robotics And Autonomous Systems, Vol. 42, No.3-4, pp.177-190.



Anthropomorphism

Occurs naturally for even small
degrees of similarity...

Human

Fig. 1. Anthropomorphism design space for robot heads

Duffy, B.R. 2003, Anthropomorphism and the social robot, Robotics And Autonomous Systems, Vol. 42, No. 3-4, pp.177-190.



Anthropomorphism

Automobile faces have been found to be perceived in mostly the same
way as human faces, with a higher face ratio (ratio of face width to face
height) being associated with a greater sense of dominance.

Maeng, A. and Aggarwal, P. 2018, Facing dominance: anthropomorphism and the effect of product
face ratio on consumer preference, Journal of Consumer Research, Vol. 44, No. 5, pp.1104-1122..



Anthropomorphism

Participants using a driving simulator drove either a normal car,
an autonomous vehicle able to control steering and speed, or a
comparable autonomous vehicle augmented with additional
anthropomorphic features—name, gender, and voice.

Behavioural, physiological and self-report measures revealed
that participants trusted that the vehicle would perform more
competently as it acquired more anthropomorphic features.

Waytz, A., Heafner, J. and Epley, N., 2014. The Mind In The Machine: Anthropomorphism increases
trust in an autonomous vehicle, Journal of Experimental Social Psychology, Vol. 52, pp.113-117.



Anthropomorphism

Employees of a company which develops medicine delivery robots
observed hospital staff being friendlier towards robots that had been

given human names.
Tolerance for malfunction was higher with anthropomorphic framing.

“Oh, Betsy made a mistake!” vs. “This stupid machine doesn’t work!”."

Darling, K. 2015, 'Who's Johnny?‘ anthropomorphic framing in human-robot interaction, integration, and policy, Robot Ethics, Vol. 2, March 23.



There Is A Choice To Be Made
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Non-Thinking Tool Sentient Assistant

or

Need to decide whether the autonomous vehicle should be thought of,
for reasons of affordances and branding, as a tool or instead an agent.


https://www.google.co.uk/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwiD48DD0fvYAhWQasAKHUwJALoQjRwIBw&url=https%3A%2F%2Fwww.toolstop.co.uk%2Fbahco-8071-adjustable-spanner-8-inch-length-27mm-jaw-capacity-p38&psig=AOvVaw0TYAH7e86SIlk4PjoKXWW3&ust=1517262502751204
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Name

500 college students were asked to rate 400 popular male and female names.
The questions were of the type: “Imagine that you are about to meet Samantha.
How competent/warm/old do you think she is when you see her name?”

Warm and competent names: Ann, Anna, Caroline, Daniel, David, Elizabeth, Emily, Emma, Evelyn, Felicia,
Grace, James, Jennifer, John, Jonathan, Julie, Kathleen, Madeline, Mark, Mary, Matthew, Michael, Michelle,
Natalie, Nicholas, Noah, Olivia, Paul, Rachel, Samantha, Sarah, Sophia, Stephen, Susan, Thomas, William.

Warm but less competent names: Hailey, Hannah, Jesse, Kellie, Melody, Mia.
Competent but less warm names: Arnold, Gerard, Herbert, Howard, Lawrence, Norman, Reginald, Stuart.

Names of low warmth and competence: Alvin, Brent, Bryce, Cheyenne, Colby, Crystal, Dana, Darrell, Devon,
Dominic, Dominique, Duane, Erin, Larry, Leslie, Lonnie, Malachi, Marcia, Marco, Mercedes, Omar, Regina, Rex,

Roy, Tracy, Trenton, Vicki, Whitney.

Newman, L.S., Tan, M., Caldwell, T.L., Duff, K.J. and Winer, E.S. 2018, Name Norms: a guide to casting
your next experiment, Personality And Social Psychology Bulletin, Vol. 44, No. 10, pp.1435-1448.



Name

Researchers varied the “social group membership’ of a robot
by using first names to indicate whether the robot belonged to
a German in-group or a Turkish out-group.

To increase the salience of the group membership, the study
participants were also told that the robot had been developed
in either Germany or Turkey.

The participants rated the in-group robot more favourably,
and also anthropomorphised it more strongly.

Eyssel, F. and Kuchenbrandt, D., 2012. Social categorization of social robots: Anthropomorphism
as a function of robot group membership. British Journal of Social Psychology, 51(4), pp.724-731.



Name

Animal names and machine names have historically followed a
“general law of name development”.

Descriptive names were usually adopted for the new and
unfamiliar to increase acceptance within the community.

As the animals or machines became more familiar, however, the
naming usually shifted to commemorative associations then
eventually to nearly arbitrary commercial branding.

Once well understood, animals and machines have usually been
named based on the social and media benefits of the name.






Function
» the way something works or operates;

 the natural purpose of something or the
duty of a person.

Some things need doing, with or without
aesthetic or semiotic content.

Giacomin, J. 2017, What is design for meaning?, Journal
Of Design, Business & Society, Vol. 3, No. 2, pp.167-190.



Ritual

 a series of actions or a type of
behaviour which is regularly and
invariably followed by someone;

- a set of fixed actions and
sometimes words performed
consistently and regularly,
especially as part of a ceremony
or collectively.

Some actions are performed for their aesthetic
and semiotic content. The motions and actions
send messages.

Giacomin, J. 2017, What is design for meaning?, Journal
Of Design, Business & Society, Vol. 3, No. 2, pp.167-190.



Myth

« a traditional story, especially
one concerning the early
history of a people or
explaining a natural or social
phenomenon;

» an idealised, exaggerated or
fictitious conception of a thing
or person.

Some things are pure aesthetic or semiotic content.
Motions or actions may not be necessary.

Giacomin, J. 2017, What is design for meaning?, Journal
Of Design, Business & Society, Vol. 3, No. 2, pp.167-190.



Traditional Vehicle Meanings

Function — the mail delivery

Ritual — the school run

Myth — the sports experience






Traditional Vehicle Metaphors

Personal transport Company car

Rental car Taxi




Newer Vehicle Metaphors

Public shuttles Mobile office




Utilitarian

Function

Spectrum Of Metaphors

Ritual

Hedonic






Metaphor + Persona + Scenario => Customer
Journey

Ben the Musician Travelling To Concert
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4’ User

o Check my location using GPS,
etc.

0 Input the departure
point/destination

o Confirm the estimated taxi ¢
arrival time

o Go to the departure point

Customer Journey

o : Issue point

Confirm the call information
(departure/destination)

Accept the call

Go to the departure point of user
1. What is the method of

° Answer the phone 4--------- O
o Wait for the arrival of taxi
o Confirm the taxi 4---------- O+

o Get in the taxi

2. What is the method of
confirming the user?

confirming the user location?
Unlock the door

Stop the car
3. What is the method of

confirming the user got in taxi?

Depart

. (Tan)
Autonomous taxi

@ Receive the pick-up “--
acknowledgement

e Reconfirm P
the destination

@ Confirm the route ¢----

@ Send the pick-up
acknowledgement

@ Taxi is travelling

Confirm the exact
drop-off location

@ Car is stopped

Confirm the payment
method/amount

«(
@ Payment transaction
@ (Check for lost item)

@ Get out of the car

Confirm the service
usage record

<«

Turn the meter on

-- Press the pick-up button on taxiapp

.’

4, What is the method of
confirming the destination and
route?

The taxi is travelling

5. What is the method of
confirming the exact drop-off
location?

Stop the car

)

6. What is the method of providing
payment information and
processing the payment
transaction?

7. What is the method of
confirming that the user got out?

Depart (travelling)

Kim, S., Chang, J.J.E., Park, H.H., Song, S.U., Cha, C.B., Kim, J.W. and Kang, N. 2019, Autonomous taxi service
design and user experience, International Journal of Human—Computer Interaction, Vol. 36, No. 5, pp.429-448.

8. What is the method of preparing
for a next service?

‘ool ‘0o Lo Lo







Human Factors

More than 100 years of R&D
has produced a large body of
knowledge in relation to the
physical, perceptual, cognitive
and emotional characteristics
of vehicle operation.

20 ))

Human Factors laws and data
are well embedded within the
guidelines and regulatory
requirements of the transport
sector (manufacturers,
operators, insurers and
regulators).

11



Human Factors

chapter 1 - Introduction to Automotive Ergonomics

chapter 2 - Engineering Anthropometry and Biomechanics

chapter 3 - Occupant Packaging

chapter 4 - Driver Information Acquisition and Processing

chapter 5 - Controls, Displays, and Interior Layouts

chapter 6 - Field of View from Automotive Vehicles

chapter 7 - Automotive Lighting

chapter 8 - Entry and Exit from Automotive Vehicles

chapter 9 - Automotive Exterior Interfaces: Service and Loading/Unloading Tasks
chapter 10 - Automotive Craftsmanship

chapter 11 - Role of Ergonomics Engineers in the Automotive Design Process
chapter 12 - Modeling Driver Vision

chapter 13 - Driver Performance Measurement

chapter 14 - Driver Workload Measurement

chapter 15 - Vehicle Evaluation Methods

chapter 16 - Special Driver and User Populations

chapter 17 - Future Research and New Technology Issues

Bhise, V.D. 2012, Ergonomics In The Automotive Design Process, CRC Press, Boca Raton, Florida, USA..






Ethics

The objects that people use, despite their incredible
diversity and sometimes contradictory usage, appear
to be signs of a blueprint that represent the relation
of man to himself, to his fellows, and to the universe.

Csikszentmihalyi, M. and Rochberg-Halton, E. 1981, The Meaning of Things: domestic symbols and the self, Cambridge University Press, Cambridge, UK



Ethics

There are a large number of
ethical theories.

Inspection of even a few of the
most popular suggests important
differences in perspective and
criteria.

A major distinction is that
between the “intention” and the
“‘consequence” of an action.

Ethical Egoism

Utilitarianism

Natural Law Theory

Virtue Ethics

Kantian Ethics

Social Contract
Theory

Feminist Ethics

The right action is the one which advances one’s own
best interests. The interests of others are only relevant if
helpful to promoting one’s own good.

The right action is the one which achieves the best
balance between happiness and unhappiness, across all
of the people who are involved.

The right actions is the one which is consistent with
nature, i.e. with its revealed characteristics, purposes
and goals.

The right act is the one which produces happiness and
flourishing due to increasing natural virtues and
progressing towards a natural purpose.

The right action is the one which is performed out of a
sense of duty, rather than because of contextual factors
such as the effects of the act. Right actions are
performed based on good will and duty for duty’s sake.

The right act is the one which is consistent with the
implicit or explicit social contract in which self-interested
and rational people agree the behaviours which ensure
their safety, peace and prosperity.

The right act is the one which corrects how gender
operates within our beliefs and practices. It supports
personal relationships, considers the emotions involved
and emphasises care.



Appl ied Eth iCS: the practical application of moral considerations.

Table 1

Ethical Issues, hazards and risks
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Dessign to ersure reliab ility
in bahmwiour

f unepected behaviour
aors, enare tracsab ilty
to help explainwhat
happened

Lo walidatian

Deosption
{itertional or
urirtenticrall

Confusion, unintended
(pertaps delayed)
corsegLe rees, eventual
lass of trust
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BS 8611: 2016 Robots and Robotic Devices: guide to the ethical design and application of robots and robotic systems.
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Appl ied Eth iCS: the practical application of moral considerations.

Table 1

Ethical Issues, hazards and risks
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Equality of access
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degree of
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Legal assesament;
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application domain
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n princip e, the actiors of
sets of robots, espec lly
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There are privacy ard
security kssues that might
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Lo walidatian

BS 8611: 2016 Robots and Robotic Devices: guide to the ethical design and application of robots and robotic systems.
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Appl ied Eth iCS: the practical application of moral considerations.

Table 1 Ethical is=ues, hazards ard risks
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BS 8611: 2016 Robots and Robotic Devices: guide to the ethical design and application of robots and robotic systems.
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Ethics

Table 1

Ethical Issues, hazards and risks
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Ethical hazand

Ethkal risk

Mitigation

Commant

ierification/
‘ialidation

Cormime rdalf

Arandal

Emiploymiert issues

lob replacemient, job
change, unemployment,
lass of tax revenue

Appropriate support
retwcorks, appropriat e
taxation retraining
opportunities

Mote literature on robot
eConomi o

Ecoromic and sodal
AssEREment

Equality of access

Leaming by rabats
that hee some
degree of

biehmdcural
autaoramy

PFropagation of the

Irchsive design of robat

Legal assesament;

*digital dpdde®, behrdour to conform with softwa re
isolation of minarities, Corporate Sodal werificition
narecampliance with Resporshility, and
human rights kegklation | recognition of

chiaracte ristics of irterded

application domain

Support netevorks to

minimize risks
Robat might dewelop Designers can enab ke robots | mportant corsideration for | Softeam
new or amended action | to inform their cperators human-robot trst we rifiction; user
plars, or omit steps in whien a rew form of walidation

prcesses, that could
have unforeseen
consqquen:es for sfety
andfar quality of
CUIComRS

behimdour has besn
dowel opind

nformad coresnt

Unaware oporators
caking axidents,
unwanted consequences,
urfair ard i requitable
rsporsibiliti s placed
upion consenten, inability
to respond to situations

Dessign contracts to make
mplicit, in plain knguage,
what the corsenter &
ageeingto, & far & the
robot 5 morcerned
ircluding risks
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netwiork (5] to which the
robot i cornected

n princip e, the actiors of
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